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Abstract—Artificial intelligence (AI) has profoundly changed
and will continue to change our lives. AI is being applied in more
and more fields and scenarios such as autonomous driving, med-
ical care, media, finance, industrial robots, and internet services.
The widespread application of AI and its deep integration with
the economy and society have improved efficiency and produced
benefits. At the same time, it will inevitably impact the existing
social order and raise ethical concerns. Ethical issues, such as
privacy leakage, discrimination, unemployment, and security risks,
brought about by AI systems have caused great trouble to people.
Therefore, AI ethics, which is a field related to the study of ethical
issues in AI, has become not only an important research topic
in academia, but also an important topic of common concern for
individuals, organizations, countries, and society. This article will
give a comprehensive overview of this field by summarizing and
analyzing the ethical risks and issues raised by AI, ethical guidelines
and principles issued by different organizations, approaches for
addressing ethical issues in AI, and methods for evaluating the
ethics of AI. Additionally, challenges in implementing ethics in
AI and some future perspectives are pointed out. We hope our
work will provide a systematic and comprehensive overview of AI
ethics for researchers and practitioners in this field, especially the
beginners of this research discipline.

Impact Statement—AI ethics is an important emerging topic
among academia, industry, government, society, and individuals. In
the past decades, many efforts have been made to study the ethical
issues in AI. This article offers a comprehensive overview of the AI
ethics field, including a summary and analysis of AI ethical issues,
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ethical guidelines and principles, approaches to address AI ethical
issues, and methods to evaluate the ethics of AI technologies. Addi-
tionally, research challenges and future perspectives are discussed.
This article will help researchers to gain a birds eye view of AI
ethics, and thus facilitate their further investigation and research
of AI.

Index Terms—Artificial intelligence (AI), AI ethics, ethical issue,
ethical theory, ethical principle.

I. INTRODUCTION

ARTIFICIAL intelligence (AI) [1] has achieved rapid and
remarkable development during the last decade. AI tech-

nologies such as machine learning (ML), natural language pro-
cessing, and computer vision are increasingly permeating and
spreading to various disciplines and aspects of our society. AI
is increasingly taking over human tasks and replacing human
decision-making. It has been widely used in a variety of sectors,
such as business, logistics, manufacturing, transportation, health
care, education, state governance, etc.

The application of AI has brought about efficiency improve-
ment and cost reduction, which are beneficial for economic
growth, social development, and human well-being [2]. For
instance, the AI chatbot can respond to clients’ inquiries at
any time, which will improve the customers’ satisfaction and
the company’s sales [3]. AI allows doctors to serve patients in
remote locations through telemedicine services [4]. It is no doubt
that the rapid development and wide application of AI are already
affecting our daily life, humanity, and society.

However, at the same time, AI also poses many significant
ethical risks or issues for users, developers, humans, and society.
Over the past few years, many cases in which AI produced
poor outcomes have been observed. For instance, in 2016, the
driver of an electric Tesla car was killed in a road accident after
its Autopilot mode failed to recognize an oncoming lorry [5].
Microsoft’s AI chatting bot, Tay.ai,was taken down because it
became racist and sexist only less than a day after she joined
Twitter [6]. There are many other examples concerned with the
failure, fairness, bias, privacy, and other ethical issues of AI
systems [7]. More seriously, AI technology has begun to be
used by criminals to harm others or the society. For example,
criminals used AI-based software to impersonate a chief exec-
utive’s voice and demand a fraudulent transfer of $243 000 [8].
Therefore, it is urgent and critical to address the ethical issues
or risks of AI so that AI can be built, applied, and developed
ethically.

AI ethics or machine ethics [9] is an emerging and interdisci-
plinary field concerned with addressing ethical issues of AI [10].
AI ethics involves the ethics of AI, which studies the ethical
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theories, guidelines, policies, principles, rules, and regulations
related to AI, and the ethical AI, that is, the AI that can uphold
ethical norms and behaves ethically [11]. The ethics of AI is a
prerequisite to building ethical AI or to making AI behave in
an ethical manner. It involves the ethical or moral values and
principles that determine what is morally right and wrong. With
appropriate ethics of AI, ethical AI can be built or implemented
through some methodologies and technologies.

Even though AI ethics has been extensively discussed by
interdisciplinary researchers for several years, it is still in its
infancy [11]. AI ethics is a very broad and rapidly develop-
ing research area that has received increasing attention from
researchers in recent years. Although several review papers
have been published during the past few years, each of them
focuses on a certain aspect(s) of AI ethics, and there is still
a lack of comprehensive reviews to provide a full picture of
this field. For instance, a brief review of ethical issues in AI
was provided in [11], AI ethics guidelines and principles were
investigated in [12], [13], Mehrabi et al. [14] focused on bias
and fairness in ML, García and Fernández [15] only reviewed
the safety in reinforcement learning, Mothukuri et al. [16] re-
viewed the security and privacy of federated learning, Liu et
al. [17] dedicated to a survey of privacy and security issues in
deep learning, Arrieta et al. [18] concentrated on explainable
AI, and Zhang et al. [19] covered the key ethical and privacy
issues in AI and traced how such issues have changed over
the past few decades using the bibliometric approach. Thus,
this article is dedicated to presenting a systematic and compre-
hensive overview of AI ethics from diverse aspects (or topics),
thereby providing informative guidance for the community to
practice ethical AI in the future. We hope it will inform sci-
entists, researchers, engineers, practitioners, and other relevant
stakeholders, and provides sufficient background, comprehen-
sive domain knowledge and a bird’s eye view for interested
people, especially for the beginners of this research discipline,
so that further investigation and improvement can be pursued
by them.

The main contributions of this article are as follows.
1) A comprehensive overview of AI ethics, including ethical

issues and risks of AI, ethical guidelines and principles
for AI, approaches for addressing ethical issues in AI, and
methods for evaluating ethical AI, is provided in this re-
view. This overview can provide a sufficient background,
comprehensive domain knowledge, and a roadmap for
researchers and practitioners.

2) The ethical issues and risks caused by AI are summarized,
and a new categorization of AI ethical issues is proposed in
Section III. The proposed new categorization is helpful for
recognizing, understanding, and analyzing ethical prob-
lems in AI and then developing solutions to solve these
problems. Additionally, the ethical issues associated with
different stages of AI system’s lifecycle are discussed.

3) An up-to-date global landscape of the AI ethics guidelines
and principles is presented in Section IV, based on 146
guidelines related to AI ethics released by companies,
organizations, and governments around the world. These
guidelines and principles provide a high-level guidance

for the planning, development, production, and usage of
AI and directions for addressing AI ethical issues.

4) A review of multidisciplinary approaches to addressing
AI ethical problems, including ethical, technological, and
legal approaches, is given in Section V. This not only
provides an informative summary about the approaches to
ethical AI but also suggests potentially different solutions
to AI ethical issues from a variety of perspectives rather
than relying solely on technological approaches.

5) Methods for assessing or evaluating AI ethics are reviewed
in Section VI. Testing or evaluating whether an AI system
meets the ethical requirements or not is an essential part
of AI ethics. However, this aspect is often overlooked in
the existing literature. To the best of our knowledge, this
article is the first to summarize the aspect of evaluating
ethical AI.

6) Lastly, some challenges in AI ethics and several future
perspectives are pointed out, which provide some research
questions and directions for further research in the future.
This will be helpful for interested researchers and practi-
tioners to pursue further research in AI ethics field.

The rest of the article is organized as follows. After this
introductory section, we briefly describe the review scope and
methodology of this article in Section II. A comprehensive
summary of the ethical issues and risks raised from AI is given
in Section III. Section IV reviews and analyzes the AI ethical
guidelines and principles that have been released during the last
few years. Section V describes the paradigms or approaches
for addressing ethical issues in AI. Section VI discusses the
approaches to evaluate the morality or ethics of AI systems or
products. Section VII outlines the challenges in implementing
ethics in AI and gives some future perspectives on designing
ethical AI. Section VIII briefly concludes this article.

II. SCOPE AND METHODOLOGY

In this section, we first clarify the aspects and topics covered in
this review and the links between these topics. Then, we describe
the methodology followed in conducting this survey, including
the literature search strategy and selection criteria.

A. Scope

The scope and topics of this article is described as follows.
Investigation of ethical issues and risks of AI is the starting
point of this review, since it is because of the existence of
ethical issues in AI that the research field of AI ethics exists.
Thus, it is necessary and important to clarify and understand
the ethical problems existed in AI. Then, the ethical guidelines
and principles, which direct the development and use of AI,
are reviewed. As the ethical issues of AI have attracted more
and more attention from various sectors of our society, many
organizations (including academia, industry, and governments)
have begun to discuss and seek possible frameworks, guidelines,
and principles for solving AI ethics issues. These guidelines and
principles provide valuable directions for practicing ethical AI.
After clarifying the existing ethical issues and guidelines, we
review the approaches to solving the ethical issues in AI. We
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Fig. 1. Topics covered in this article and the links between them.

covered ethical, technological, and legal approaches, but focus
more on the first two kinds of approaches (ethical and tech-
nological approaches) since the researchers in AI community
may be more interested in these two categories of approaches.
Last but not least, we summarize how to evaluate ethical AI,
which is to assess the ethicality or morality of AI, i.e., how well
the ethical problems are addressed or whether an AI system
meets the ethical requirements or not. Apparently, these four
aspects are essential for solving ethical issues in AI. Thus, the
above four aspects constitute the main content of this article and
provide a systematic overview of AI ethics. The topics or aspects
covered in this article and the links between them are illustrated
in Fig. 1.

B. Methodology

This review covers a wide variety of documents, including
academic, organizational, government grey literature sources,
and news report. The search of relevant literature was conducted
in two phases. In the first phase, the entries or keywords that
reflect different terms related to AI ethics are used to search on
Google Scholar, Web of Science, IEEE Xplore, ACM Digital
Library, Science Direct, Springer Link, arXiv, and Google. The
entries or keywords used include: (ethics, ethical, responsibility,
responsible, trustworthiness, trustworthy, transparent, explain-
able, fair, beneficial, robust, safe, private, sustainable) AND/OR
(issues, risks, guideline, principle, approach, method, evalua-
tion, assessment, challenge) AND (artificial intelligence, AI,
machine learning, ML, intelligent system, intelligent agent). We
mainly consider the literature published or released since 2010
and included as many related keywords as possible in titles. In
the second phase, we checked the related work of literature found
in the first phase, such as the cited articles and other work by the
same authors of phase one.

As for the ethical AI guidelines, we only collected these
documents in English (or with official English translations) and
can be visited or downloaded on the internet. A full list with
URL links of collected ethical AI guidelines is provided in the
Supplementary Materials of this article.

III. ETHICAL ISSUES AND RISKS OF AI

To address the ethical problems of AI, we must first recognize
and understand the potential ethical issues or risks that AI may
bring. Then, the necessary AI ethical guidelines, policies, prin-
ciples, rules (i.e., Ethics of AI) can be formulated appropriately.
With the adequate ethics of AI, we can design and build AI
that behaves ethically (i.e., Ethical AI) [8]. The ethical issue
of AI generally refers to the morally bad things or problematic
outcomes relevant to AI (i.e., these issues and risks that are raised
by the development, deployment, and use of AI) that need to be
addressed. Many ethical issues, such as lack of transparency,
privacy and accountability, bias and discrimination, safety and
security problems, the potential for criminal and malicious use,
and so on, have been identified from the applications and studies.

This section focuses on ethical issues and risks of AI. First,
four different categorizations of AI ethical issues in the literature
are reviewed in Section III-A. Since these four categorizations
either ignore some ethical issues or are too complicated to
understand, we proposed a new categorization that classifies
AI ethical issues into individual, societal, and environmental
levels in Section III-B. Our proposed categorization compre-
hensively covers the existing ethical issues and is easy to un-
derstand, which is helpful for understanding and analyzing the
ethical problems caused by AI. Besides, we attempt to map
the ethical issues associated with the stages of AI system’s
lifecycle in Section III-C. This would be beneficial for figuring
out these issues during the AI system development process.

The main goal of this section is to discuss and clarify the
ethical issues of AI so that practitioners can recognize and
understand these issues, and then help them to further study
how to address AI ethical issues. The main contribution in
this section is that we proposed a new categorization of AI
ethical issues, which covers the ethical issues discussed in a clear
and easy-to-understand manner. Additionally, the ethical issues
associated with the stages of AI system’s lifecycle is discussed.

A. Review of Categorizations of AI Ethical Issues

This section describes the ethical concerns or issues of AI
from different perspectives by reviewing four different cate-
gorizations that were found in our collected literature. Two
of them are from government reports and the other two are
from academic publications. From different perspectives and
categorizations, the ethical issues involved are also somewhat
different. In the following, four different categorizations of AI
ethical issues are reviewed subsequently. The four reviewed cat-
egorizations of AI ethical issues and our proposed categorization
are listed in Table I.

1) Categorization Based on Features of AI, Human Factors
and Social Impact: In [11], AI ethical issues are mainly dis-
cussed in three categories: ethical issues caused by the features
of AI, ethical risks caused by human factors, and social impact
of ethical AI issues.

a) Ethical issues caused by features of AI: Transparency:
ML is the core technology of current AI, especially (deep) neural
networks. However, it is hard to explain and understand the
inference procedure of ML, which is commonly known as the
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TABLE I
LIST AND DISCUSSION OF THE REVIEWED CATEGORIZATION OF ETHICAL ISSUES OF AI AND OUR PROPOSED CATEGORIZATION

“black-box.” The opacity of ML makes the algorithms or models
mysterious to users and even developers. This mainly leads to the
transparency issue [20]. The lack of transparency not only leads
to the explanatory problem, but also leads to difficulties in human
monitoring and guidance of ML or AI. Thus, transparency or
explainability is one of the most widely discussed downside of
AI.

Data Security and Privacy: The performance of current AI
strongly depends on the training data. Usually, a huge amount
of data, which probably includes personal data and private
data, is required to train an AI model, particularly the deep
learning model. The misuse and malicious use of data, such as
(personal) information leakage or tampering, are serious ethical
issues that are closely related to every individual, institution,
organization, and even the country. Data security and privacy
are key issues encountered in the development and application
of AI technology [21].

Autonomy, Intentionality, and Responsibility: With the
advancement of AI, current AI systems or agents, such as health-
care robots, have a certain degree of autonomy, intentionality,
and responsibility [22]. Here, the autonomy of AI refers to an AI
system’s ability to operate without human intervention or direct
control. Intentionality refers to the ability that an AI system can
act in a way that is morally harmful or beneficial and the actions
are deliberate and calculated [11]. Responsibility indicates that
the AI system fulfill some social rule and some assumed respon-
sibilities. However, how much autonomy, intentionality, and

responsibility should an AI system be allowed is a challenging
question and issue.

b) Ethical issues caused by human factors: Accountabil-
ity: When an AI system or agent fails in a specified task and
results in bad consequences, who should be responsible. The
undesirable consequence may be caused by many factors, such
as the programming codes, input data, improper operation, or
other factors. This brings about the so-called “the problem of
many hands” [23]. Thus, accountability is an ethical issue that
concerns the human factors involved in the designing, imple-
mentation, deployment, and usage of AI.

Ethical Standards: As the ultimate goal of AI ethics is to create
ethical AI that can follow ethical principles and behave ethically
[10], it is crucial to form comprehensive and unbiased ethical
standards for training or regulating AI to be ethical. To formulate
ethical standards for AI, researchers and practitioners should
well understand the existing ethical theories and principles [13],
[24].

Human Rights Laws: The designer, software engineers, and
other participants in AI system design and application should be
taught human rights laws [25]. Without training in human rights
laws, they may infringe and breach essential human rights with-
out even realizing it. The human rights laws or acts followed by
different countries or regions are often different. Many different
human rights laws, for instance, International Human Rights
Law, International Covenant on Civil and Political Rights, In-
ternational Covenant on Economic, Social and Cultural Rights,
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Universal Declaration of Human Rights, Charter of the United
Nations, the European Convention for the Protection of Human
Rights and Fundamental Freedoms, etc. [26] have been released
by different governments.

c) Social impact of ethical AI issues: Automation and Job
Replacement: As more and more factory workers are being
replaced by automated systems and robots, AI will disrupt and
transform the labor market. Hence, many people worry about
automation and job replacement [27].

Accessibility: The accessibility or availability of emerging
technologies, such as AI, will have a direct impact on human
well-being. However, it will be unethical and unfair if only a
portion of the population benefit from AI. Consideration must be
given to developing AI products and services that are accessible
to everyone, and thus the benefits of AI can be spread equally
to everyone [28].

Democracy and Civil Rights: Unethical AI will distort the
truth and eventually lead to the loss of trust and public support for
AI technology [11]. The strengths of democracies are harmed by
the loss of informed and trusting communities. As democracies
suffer and structural biases exacerbated, the free enjoyment
of civil rights is no longer consistently available to all. Thus,
democracy and civil rights must be taken into consideration in
AI ethics.

2) Categorization Based on Vulnerabilities of AI and Human:
In [29], Liao distinguished the ethical issues of AI into 1) ethical
issues that arise because of limitations of current ML systems,
which is named as “vulnerabilities in AI (especially ML),” and
2) ethical issues that arise because current ML systems may be
working too well and humans can be vulnerable in the presence
of or interaction with these intelligent systems, which is referred
to as “human vulnerabilities.”

a) Ethical issues from the vulnerabilities of AI: ML is data
hungry: Usually, ML requires a large amount of data to work
well [30]. Therefore, this motivates companies and organiza-
tions to collect or purchase data, including sensitive personal
data, even if doing so may violate the individual’s right to
privacy.

Garbage in/garbage out: The performance of a ML algorithm
heavily depends on the data from which it learns. If one ML
algorithm is trained on insufficient or inaccurate data, it will
provide undesirable results even it is well designed [31].

Faulty algorithms: Even if a ML algorithm is input with
enough and accurate data, if the algorithm itself is bad, it will
also make bad predictions. For example, a bad ML algorithm
may not be able to recognize a pattern even if there is one or
it may recognize a pattern even if there is not one, where are
known as “underfitting” and “overfitting,” respectively [32].

Deep learning is a black box: Deep learning is a black
box, which raises issues such as explainability, interpretability,
and trust [33]. Even for the designers and developers of deep
learning, the model is incomprehensible since it usually involves
thousands or millions of connections between different neurons.
Therefore, it is difficult to explain how these connections interact
and why the model makes certain predictions.

b) Ethical issues from the vulnerabilities of human: Abuse
of AI: AI technologies, such as facial recognition and image

generation, can work better than humans [34]. However, ethical
issues exist because people may be tempted to use them for
ill. For instance, a government could use facial recognition
technology to monitor its citizens, and ML can be used to
fabricate photos or videos so realistic that humans cannot tell
that they are fake [35]. This brings the concern about the abuse
of AI technologies.

Job replacement: Since intelligent robots can perform certain
tasks faster and better than humans, many people worry that
robots and other AI technologies will replace a large part of
current human labor in the near future [36]. Thus, people may
be in fear of job replacement.

Issues about robotic companions: As AI robots become more
and more sophisticated, they have begun to be regarded as
companions of humans. This raises some ethical issues about
the relationship between human and robotic companions [37].

3) Categorization Based on Algorithm, Data, Application,
and Long-Term and Indirect Ethical Risks: In the analysis report
of AI ethical risks [38] released by the Chinese National AI
Standardization General Working Group, AI ethical issues are
categorized into the following four aspects:

1) ethical issues related to AI algorithms;
2) ethical issues related to data;
3) ethical issues related to the application of AI;
4) long-term and indirect ethical risks.

a) Ethical issues related to algorithms: Algorithm secu-
rity: The AI algorithms pose several security issues. First, there
is a risk of algorithm or model leakage [39], [40]. Generally, the
model is achieved by training it on the training data through op-
timizing its parameters. If the model parameters of an algorithm
are leaked, a third party may be able to copy the model. This will
cause economic loss to the owner of the model, since a third party
obtains the same model without paying the cost of obtaining
the training data. Second, the parameters of the AI algorithm
model may be modified illegally by an attacker, which will cause
the performance deterioration of the AI model and may lead
to undesirable consequences. Additionally, in many scenarios,
the output of the model is closely related to personal safety,
such as in the medical and autonomous driving fields. Once
there are loopholes or mistakes in the application of algorithms
in these fields, it will directly harm humans and cause serious
consequences [41].

Algorithm explainability: Due to the black-box characteristic
of many ML algorithms [33], especially the popular deep learn-
ing or neural networks, the decision process of AI algorithms
is hard to understand. The interpretability or explainability of
algorithms is an essential ethical issue of AI [42], since it
concerns the human right to know.

Algorithmic decision dilemma: After obtaining the AI model,
the result of the algorithm is usually unpredictable for us. In
other words, even though we have designed an AI model well,
we cannot foresee or predict the decisions of the algorithm and
the consequence it will produce. This leads to the algorithmic
decision risk or dilemma of AI. For instance, autonomous ve-
hicles should reduce traffic accidents, but sometimes they have
to choose between two evils, such as crushing pedestrians or
sacrificing themselves and passengers to save pedestrians [43].



804 IEEE TRANSACTIONS ON ARTIFICIAL INTELLIGENCE, VOL. 4, NO. 4, AUGUST 2023

b) Ethical issues related to data: Privacy protection: With
the development of big data and AI, the tension between AI
technology and user privacy protection has become more and
more serious. Criminals have more ways to obtain personal
privacy data with lower costs and greater benefits. Data security
incidents have commonly occurred in recent years. Privacy
protection has become a well-recognized and serious ethical
issue involved by using AI [44].

Recognizing and processing personal and sensitive infor-
mation: Traditional laws and regulations only focus on the
protection of personal and sensitive information. If the personal
or sensitive information is deidentified [45] through randomiza-
tion, data synthesis, and other technologies, it will no longer be
regarded as personal or sensitive information and not protected
by traditional laws. The subsequent usage, sharing, and transfer
of such information arise some ethical issues.

c) Ethical issues related to application: Algorithm dis-
crimination: The execution results of algorithms directly affect
the decision-making of AI systems. However, algorithm dis-
crimination or bias has been seen in many applications of AI.
For instance, the racial bias in criminal justice systems [46], and
gender discrimination in hiring [47].

Algorithm abuse: Algorithm abuse [48] refers to the situation
where people use algorithms for analysis, decision-making,
coordination, and other activities, but their use purpose, use
method, use range, etc., have deviations and cause adverse
effects. For example, facial recognition algorithms can be used
to improve the level of public security and speed up the discovery
of criminal suspects, but if they are applied to detect potential
criminals, or to determine whether someone has criminal poten-
tial based on their face, it is an algorithm abuse.

d) Long-term and indirect ethical risks: Employment:
With the fast advancement and widespread application of AI,
more and more work can be completed by some AI products
[27]. This will have a significant influence on the employment
problem.

Ownership: As AI continues to improve, the intellectual dif-
ferences between AI agents and humans will gradually shrink.
A series of debates on ownership will follow, such as whether
the AI agent should be considered as “legal subject,” whether AI
products have property rights (copyrights or patent rights) [49],
and so forth.

Competition: Unfair competition, malicious competition, and
monopolistic behaviors with technological advantages will all
have an impact on social stability and market freedom, fair-
ness, and equal value, and will seriously damage the interests
of consumers and hinder the improvement of social welfare
[38]. When companies, organizations or individuals use AI
algorithms, they should follow competitive ethics and not go
beyond legal boundaries.

Responsibility: With the widespread application of AI, many
cases in which AI products violate the laws or ethics, such
as personal injury and algorithmic bias, have been observed.
A fundamental problem that arises in these cases is who is
responsible for these bad consequences [50]. For example, as
autonomous driving involves multiple subjects, such as car
owners, drivers, passengers, car manufacturers, autonomous

driving system providers, pedestrians, etc., how should they bear
responsibilities after a traffic accident.

4) Categorization Based on the Deployment of AI: In Euro-
pean Parliamentary Research Service’s latest study on the ethical
implications and moral questions brought by AI [51], the ethical
issues are mapped into different categories according to the ethi-
cal impacts of AI on human society, human psychology, financial
system, legal system, environment and the planet, and trust.

a) Impact on society: The labor market: AI has already
been applied in finance, advanced manufacturing, transporta-
tion, energy development, healthcare, and many other sectors.
We have already seen the impact of automation on “blue collar”
jobs. As AI agents or robots become more and more sophis-
ticated, creative, versatile, and intelligent, more jobs will be
affected by AI technologies and more positions will be obsolete.
Therefore, AI technologies may put current job classes at risk,
eliminate positions, cause mass unemployment in many job
sectors [36]. Furthermore, discrimination in the labor market
may also be an issue, for instance, people without high-skill
training will be disproportionately affected by the application
of AI.

Inequality: AI technologies are expected to enable companies
to streamline their business operations and make them more
efficient and productive. However, some people argue that this
will come at the expense of their human workforces. Thus, this
will inevitably indicate that revenues will be split across fewer
people and individuals with ownership in AI-driven companies
will receive disproportionate benefits, which indeed increase
social inequalities [52].

Privacy, human rights, and dignity: AI is already affecting
privacy, human rights, and dignity in many ways. For example,
the intelligent personal assistants (IPA), such as Apple’s Siri,
Amazon’s Echo, and Google’s Home, can learn the interests
and behavior of their users, but, at the same time, the users
raise concerns about the fact that they are always running and
listening in the background [53]. The IPA obviously affects our
privacy. AI has an important impact on democracy and people’s
right to private life and dignity. For instance, if AI can be used
to determine people’s political beliefs, then individuals may
be vulnerable to manipulation. Political strategists can use this
information to determine which voters are likely to be persuaded
to change party affiliation and then use resources to persuade
them to do so.

Bias: Human bias, such as gender prejudice and racism bias,
may be inherited by AI. The bias of AI may arise as a result
of the training data, the value held by the developers and users,
or acquired from the learning process of AI itself. Many cases
of AI bias, machine bias or algorithmic bias have been reported
[54]. The bias of AI will promote unexpected social bias or
discrimination. Thus, bias is an ethical issue that is often talked
about by the public.

Democracy. The implementation and adoption of AI can
threaten democracy in several ways. First, the concentration
of technological, economic, and political power related to AI
among a few mega corporations could allow them to pose undue
influence over the government. Second, AI may damage democ-
racy by affecting political elections [55]. With the aid of AI and
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big data, politicians have access to huge amounts of information
that allow them to target specific voters and develop messages
that will resonate with them most. Third, the increasing use of
AI-based new recommenders, which present readers with news
stories based on their previous reading history, reduces readers’
chances of encountering different and undiscovered content,
options, and viewpoints [56]. This could result in increasing
societal polarization.

b) Impact on human psychology: Relationships: AI is
getting better and better at imitating human thought, experi-
ence, action, dialogue, and relationships. In the future, we will
frequently interact with machines or AI products as if they are
humans. This will have impacts on real human relationships and
thus bring some ethical issues [57].

Personhood: AI systems are increasingly taking on tasks
and decisions that are traditionally performed by humans. An
essential and ethical question that arise from this is that whether
AI system should be endowed with “personhood” and moral or
legal agency rights [58].

c) Impact on the financial system: The application of AI
in financial markets has significantly improved transaction effi-
ciency and trading volume. Markets are very suitable for automa-
tion, because they now operate almost entirely electronically
and a huge amount of data is generated at a high rate, which
requires the employment of algorithms to digest and analyze
it. Additionally, due to the dynamic of markets, fast reaction to
information is critical [59], which provides considerable incen-
tives to replace slow people’s decision process with algorithmic
decision-making. Furthermore, the rewards for effective trading
decisions are considerable, which explains why companies have
invested so much in AI technology.

However, the AI-based automatic trading agents may also be
used maliciously to destabilize the markets or harm innocent par-
ties in other ways. Even if they are not intended to be malicious,
the autonomy and flexibility of algorithmic trading strategies,
including the increasing use of ML techniques, make it difficult
for people to predict how they will perform in unexpected
situations.

d) Impact on the legal system: Criminal law: According to
current criminal law, a crime consists of two elements, that is, a
voluntary act (or omission) and an intention to commit a crime. If
AI products or robots are shown to have sufficient consciousness
or awareness, then they may be the direct perpetrators of criminal
offenses or responsible for negligent crimes. If we admit that AI
products have their own mind, human-like free will, autonomy,
or moral sense, then our criminal law and even the entire legal
system will have to be revised [60].

Tort law: Tort law covers situations such as one person’s
behavior case injury, suffering, unfair loss, or harm to another
person. When an accident involving self-driving car(s) occurs,
there are two legal areas that are relevant—negligence and
product liability. While, today, most accidents result from driver
error, which indicates that liability for accidents are governed
by the negligence principle. So, in the future, the tort law, which
includes many different types of personal injury claims, will be
significantly affected [61] since AI products (such as self-driving
cars or other intelligent robots) will involve in personal injury

claims, such as the accident between self-driving cars or the
injury claim where a robot harm human.

e) Impact on the environment and the planet: Use of nat-
ural resources: The development and application of AI will
increase the demand of many natural resources, such as rare
earth metals like nickel, cobalt, graphite, and so on. As the
existing supply decreases, operators may be forced to work in
new and more complex environments to mine. This will increase
the production and consumption rate of rare earth metals, and
further damage the environment [62].

Pollution and waste: The increase in production and con-
sumption of AI technological devices such as robots will ex-
acerbate pollution and waste, such as the accumulation of heavy
metals and toxic materials in the environment [63].

Energy concerns: Employing AI technology, particularly
deep learning, generally involves training ML models on a
huge amount of data, which usually consumes large amounts
of energy. According to listed data in [64], the carbon footprint
of training a natural language processing model (a Transformer
model) is roughly 5 times the carbon footprint of an average car
across its entire lifetime.

f) Impact on trust: AI promises numerous changes and
benefits to individual’s lives and the society. It is changing
our daily lives in many domains, such as transportation, ser-
vice industry, healthcare, education, public safety and secu-
rity, and entertainment. Nevertheless, these AI systems must
be introduced in ways that foster trust and understanding and
respect human and civil rights [65]. The consensus among the
research community is that trust in AI can only be achieved
through fairness, transparency, accountability, and regulation
(or control).

Fairness: In order to trust AI, it must be fair and impartial. As
more and more decisions are delegated to AI, we must ensure
that these decisions are free from bias and discrimination [66].
Whether it is filtering through CVs for job interviews, deciding
on admissions to the university, or conducting credit ratings for
loan companies, it is essentially vital that decisions made by AI
are fair.

Transparency: Transparency is important for building trust
in AI since it should be a must to know why an AI system
made a particular decision, especially if that decision caused
undesirable consequences or harm. In view of the fact that the
autopilot of an intelligent car has led to several fatal accidents,
it is clear that transparency is urgently needed to discover how
and why these accidents occur, and to correct any technical or
operational failures. The opacity in ML, which is well-known as
black-box, is one of the main impediments to the transparency of
AI [51].

Accountability: Accountability [67] ensures that if an AI
system makes a mistake or hurts someone, then someone can
be held responsible, whether it is the designer, developer, or
company selling the AI. In the event of damages, accountability
is essential to establish a remedial mechanism so that victims can
receive adequate compensation. Thus, accountability is crucial
to ensure the trust of AI.

Control: Another issue that affects the public trust in AI is the
controllability of AI [68]. This is largely related to people’s fear
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about the idea of “super-intelligence,” that is, as the intelligence
of AI increases to the point that it surpasses human abilities, AI
may come to take control over our resources and outcompete our
species, and even leading to human extinction. A related concern
is that even if an AI agent is carefully designed to align its
goals with human needs, it may develop unpredictable subgoals
on its own. Therefore, in order to maintain trust in AI, it is
important that humans must have ultimate oversight or control
on AI technology.

B. Our Proposed Categorization: Ethical Issues At Individual,
Societal and Environmental Levels

In the previous section, we have reviewed the AI ethical issues
described and categorized in the literature (see Table I). How-
ever, the above presented categorizations have obvious flaws.
Specifically, the categorization based on features of AI, human
factors, and social impact [11] obviously ignores the impact
of AI on the environment, such as natural resource consump-
tion and environmental pollution. The categorization based on
vulnerabilities of AI and human [29] omits several important
issues, such as responsibility, safety, and environmental prob-
lems. The categorization based on algorithm, data, application,
and long-term and indirect ethical risks [38] misses the con-
siderations of fairness, autonomy and freedom, human dignity,
environmental problems, etc. Although the categorization based
on the deployment of AI [51] covers ethical issues comprehen-
sively, this classification is too cumbersome and some issues,
including responsibility, safety, and sustainability, are omitted.
This motivates us to further analyze and sort out AI ethical issues.

It is of no doubt that AI systems mainly serve individuals
or the public of society. Hence, we can analyze and clarify AI
ethical issues from individual and societal perspectives. At the
same time, as entities on the planet, AI products will inevitably
have impacts on the environment. So, the ethical issues related to
the environmental aspects also need to be considered. Therefore,
in this section, we proposed to classify AI ethical issues at three
different levels, that is, ethical issues at individual, societal, and
environmental levels. Ethical issues at individual level mainly
include issues that have undesirable consequence for individual
human beings, their rights, and their well-being [69]. AI ethical
issues at societal level consider the societal consequence that AI
has brought or may bring for groups or society as a whole [69].
AI ethical issues at the environmental level focus on the impacts
of AI on the natural environment. Our proposed categorization
is shown in Fig. 2.

1) Ethical Issues at Individual Level: At individual level, AI
has brought influence on the safety, privacy, autonomy, and hu-
man dignity of individuals. The application of AI has posed some
risks on the safety of individuals. For instance, person injury
accidents involving autonomous cars and robots have occurred
and reported in the past few years. Privacy issue is one of the
serious risks that AI brings to us. To achieve good performance,
AI systems usually require a huge amount of data, which often
include users’ private data. However, there are serious risks
associated with this data collection. One of the main issues is
privacy and data protection. Additionally, as described in the

Fig. 2. Proposed categorization of AI ethical issues.

previous section, the application of AI may bring challenges to
human rights, such as autonomy, and dignity. Autonomy refers
to the capacity of thinking, deciding, and acting independently,
freely and without influence of others [70]. When AI-based
decision-making are widely adopted in our daily life, three is
big danger of restricting the autonomy of us. Human dignity,
which is one of the principal human rights, is about the right of
a person to be respected and treated in an ethical manner [71].
The protection of dignity is crucial in the context of AI. Human
dignity should be one of the basic concepts for protecting human
beings from harm and should be respected when developing AI
technologies. For instance, a lethal autonomous weapon system
[72] may violate the principle of human dignity.

2) Ethical Issues at Societal Level: When considering the
AI ethical issues at societal level, we mainly focus on the
broad consequences and impacts that AI brings for society and
the well-being of communities and nations around the world.
Under the categorization of ethical issues at societal level, we
discuss fairness and justice, responsibility and accountability,
transparency, surveillance and datafication, controllability of
AI, democracy and civil rights, job replacement, and human
relationship.

The existence of bias and discrimination in AI has posed
challenges on fairness and justice. The biases and discrimination
embedded in AI might increase societal gaps and cause harm to
certain societal groups [70]. For instance, in the US criminal
justice system, AI algorithms that are used to assess the risk of
committing crime has been noticed to exhibit racial bias [73].
Responsibility means being responsible for or in charge of some-
thing. Assigning responsibilities to participants is important for
shaping the governance of algorithmic decision-making. Based
on this concept, accountability is the principle that the one who
is legally or politically responsible for the damage must provide
some form of justification or compensation and is reflected by
the liability to provide legal remedies [70]. Thus, mechanisms
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should be established to ensure responsibility and accountability
of AI systems and their outcomes both before and after their
implementations. Due to the black-box nature of AI algorithms,
lack of transparency has become one of the widely discussed
issues. Transparency, i.e., the understanding of how AI systems
work, is crucial for accountability as well. Surveillance and
datafication [74] is one of the common concerns as we live in the
so-called digital and intelligent age. Data is collected from users’
daily lives via smart devices, and we live in mass surveillance.
As the power of AI has increased quickly, the development of
AI systems must have safeguards to ensure the controllability
of AI systems by humans. Other previously discussed issues,
including democracy and civil rights, job replacement, and
human relationship, also fall into this category.

3) Ethical Issues at Environmental Level: AI ethical issues
at environmental level focus on the impacts of AI on the envi-
ronment and the planet. AI can bring a lot of convenience to
our lives and can help us to address some challenges, but it also
comes at a cost to the planet. The widespread application of AI
often requires the deployment of a large number of hardware
terminal devices, including chips, sensors, storage devices, etc.
The production of these hardware consumes a lot of natural
resources, especially some rare elements. In addition, at the
end of these hardware’s life cycle, they are usually discarded,
which will cause serious environmental pollution. Another sig-
nificant aspect is that AI systems usually require considerable
computing power, which comes with high energy consumption.
Furthermore, from a long-term and global view, the development
of AI should be sustainable, i.e., AI technology must meet
the human development goals while simultaneously sustain the
ability of natural systems to provide the natural resources and
ecosystem services on which the economy and society depend
[2]. In summary, natural resource consumption, environmental
pollution, energy consumption costs, and sustainability involved
in the development of AI are the main issues and concerns at the
environmental level.

Our proposed categorization clarifies ethical issues from three
main levels, that is, the impact of AI on individual, society, and
the environment. No matter which field or sector AI is used
in, we can consider the corresponding ethical issues from these
three levels. Obviously, this classification method is simple and
clear, and it comprehensively covers AI ethical issues.

C. Key Ethical Issues Associated With Each Stage of the AI
System’s Lifecycle

After reviewing the ethical issues and risks discussed in
the literature, we discuss the ethical issues associated with
the different stages of an AI system’s lifecycle. If we know
the existing ethical problems are prone to be caused by or be
raised in which stages or steps of the AI system’s lifecycle, this
will be greatly beneficial for us to eliminate these problems. This
is the motivation to discuss the potential ethical issues in each
stage of the lifecycle of an AI system.

The general lifecycle or development process of an ML-based
AI system [75] or product [76] often involves the follow-
ing stages: business analysis, data engineering, ML modeling,

TABLE II
ETHICAL CONSIDERATIONS ALONG EACH STAGE OF THE AI LIFECYCLE

model deployment, and operation and monitoring. Usually, the
lifecycle of AI products starts from the business analysis, which
mainly involves identifying and understanding the business
problem to be solved and business metrics (or criteria of suc-
cess). These metrics should include model performance metrics
as well as business key performance indicators to be improved
by leveraging AI models. The next step is about data engineering
that concerns with data collection, data labeling, data cleaning,
data structuring, feature engineering, and other operations re-
lated to data. After this, the process enters into the so-called ML
modeling step. This step generally involves the iterative process
of algorithm design or selection, model training, and model
evaluation. If the build model is satisfying, then the process
goes to the model deployment step, which makes the ML model
available to other systems within the organization or the web so
that the model can receive data and return their predictions. The
operation and monitoring step involves operating the AI system
and continuously evaluating its performance and impacts. This
step identifies problems and adjusts or evolves the AI system by
reverting to other steps or, if necessary, retiring the AI system
from production.

We attempt to establish a map that links ethical issues with
the stages of AI lifecycle, where the connection means that the
ethical issue is more likely to occur in a certain step of AI
lifecycle, or it is often caused by some reason in this step. This
mapping is presented in Table II, where several vital ethical
problems are associated with the five steps of AI lifecycle.
This mapping will be useful for addressing the ethical prob-
lem in a proactive fashion during the design process of an
AI system.
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TABLE III
NUMBER OF DOCUMENTS ISSUED EACH YEAR FROM 2015 TO 2021

IV. ETHICAL GUIDELINES AND PRINCIPLES FOR AI

As the ethical issues of AI have received more and more
attention and discussions from various sectors of society, many
organizations (including academia, industry, and government)
have begun to discuss and seek the possible frameworks, guide-
lines and principles for solving AI ethics issues [78]. These
guidelines and principles provide useful directions for practicing
ethical AI. This section is dedicated to giving an up-to-date
global landscape of the AI ethics guidelines and principles,
which is achieved through the investigation of 146 reports,
guidelines and recommendations related to AI ethics released
by companies, organizations, and governments around the world
since 2015. These guidelines and principles provide high-level
guidance for the planning, development, production, and usage
of AI and directions for addressing AI ethical issues.

A. Guidelines for AI Ethics

An excellent survey and analysis of the current principles and
guidelines on ethical AI has been given in 2019 by Jobin et al.
[12], who conducted a review of 84 ethical guidelines released by
national or international organizations from various countries.
Jobin et al. [12] found strong widespread agreement on five key
principles, that is, transparency, justice and fairness, nonmalefi-
cence, responsibility, and privacy, among many. However, many
new guidelines and recommendations for AI ethics have been
released in the past two years, making Jobin’s paper obsolete
because many important documents were not included. For
instance, on November 24, 2021, UNESCO (the United Nations
Educational, Scientific and Cultural Organization) adopted the
Recommendation on the Ethics of Artificial Intelligence, which
is the first ever global agreement on the ethics of AI [79]. To
update and enrich the investigation on ethical AI guidelines and
principles, based on the table of ethics guidelines for AI given
in Jobin’s paper [12] (only included 84 documents), we have
collected many newly released AI ethical guidelines that are not
included in Jobin’s review. Finally, a total of 146 AI ethics guide-
lines have been collected. A list of all the collected guidelines or
documents is given in Table V of the Supplementary Materials.
The number of guidelines issued each year from 2015 to 2021 is
counted and listed in Table III. It is apparent that the majority of
the guidelines are released in the last five years, i.e., from 2016
to 2020. The number of guides published in 2018 was the largest,
with 53, accounting for 36.3% of the total number. Additionally,
the number of AI guidelines issued by each country is listed in
Table IV. Furthermore, the percentages of guidelines released
by different types of issuers (including government, industry,
academia, and other organizations) are shown in Fig. 3. It can
be seen from Fig. 3 that governments, companies, and academia
all have shown strong concerns about AI ethics.

TABLE IV
NUMBER OF GUIDELINES ISSUED BY EACH COUNTRY OR REGION

Fig. 3. Percentage of guidelines released by different types of issuers.

B. Principles for AI Ethics

The ethical principles that are featured in the collected 146
guidelines are listed in Table I of the Supplementary Materials.
According to the table, there is an obvious convergence emerging
around five important ethical principles: transparency, fairness
and justice, responsibility, nonmaleficence, and privacy. The 11
ethical principles identified in the existing AI guidelines are
described and explained in the following.

1) Transparency: Transparency is one of the most widely
discussed principles in the AI ethics debate. The transparency
of AI mainly involves the transparency of the AI technology
itself, and the transparency of the developing and adopting of
the AI [13]. On one hand, transparency of AI involves the
interpretability of a given AI system, that is, the ability to
know how and why a model performed the way it did in a
specific context and thus to understand the rationale behind
its decision or behavior. This aspect of transparency is usually
mentioned as the metaphor of “opening the black box of AI.”
It concerns interpretability, explainability, or understandability.
On the other hand, transparency of AI includes the justifiability
or rationality of the design and implementation process of the
AI system and that of its outcome. In other words, the design
and implementation process of the AI system and its decision or
behavior must be justifiable and visible.

2) Fairness & Justice: The principle of justice and fairness
states that the development, deployment, and use of AI must
be just and fair so that the AI system should not result in
discriminations or bias against individuals, communities, or
groups [80]. Discrimination and unfair outcomes brought by AI
algorithms have become a hot topic in the media and academia.
Consequently, fairness and justice principle has attracted con-
siderable attention during the last few years.
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3) Responsibility and Accountability: The principle of respon-
sibility and accountability requires that AI must be auditable,
that is, the designers, developers, owners, and operators of AI
are responsible and accountable for an AI system’s behaviors
or decisions, and are therefore considered responsible for harms
or bad outcomes it might cause [51]. The designers, builders,
and users of AI systems are stakeholders in the moral or ethical
implications of their use, misuse, and behavior, and they have the
responsibility and opportunity to shape these implications. This
requires that appropriate mechanisms should be established to
ensure responsibility and accountability for AI systems and their
results, both before and after their development, deployment,
and use.

4) Nonmaleficence: The nonmaleficence basically means to
do no harm or avoid imposing risks of harm to others [81], [82].
Thus, the nonmaleficence principle of AI generally refers to
that AI systems should not cause or exacerbate harm to humans
or adversely affect human beings. This entails the protection
of human dignity as well as mental and physical integrity.
The nonmaleficence principle requires that AI systems and the
environments in which they operate must be safe and secure so
that they are not open to malicious use. With some of the fatal
accidents coming from autonomous cars and robots, avoiding
harm to human beings is one of the greatest concerns in AI ethics.
Hence, most of the ethical guidelines put a strong emphasis
on ensuring no harm to human beings through the safety and
security of AI.

5) Privacy: The privacy principle aims to ensure respect for
privacy and data protection when using AI systems. AI systems
should preserve and respect privacy rights and data protection as
well as maintain data security. This involves providing effective
data governance and management for all data used and generated
by the AI system throughout its entire lifecycle [83]. Specifically,
data collection, usage and storage must comply with laws and
regulations related to privacy and data protection. Data and
algorithms must be protected against theft. Once information
leakage occurs, employers or AI providers need to inform
employees, customers, partners, and other relevant individuals
as soon as possible to minimize the loss or impact caused by the
leakage.

6) Beneficence: The principle of beneficence states that AI
shall do people good and benefit humanity [82]. This principle
indicates that AI technology should be used to bring beneficial
outcome and impact to individuals, society, and the environment
[84]. When developing an AI system, its objectives should be
clearly defined and justified. The use of AI technology to help
address global concerns should be encouraged, such as using AI
to help us to handle food security, pollution, and contagion like
AIDS and COVID 19.

7) Freedom and Autonomy: Freedom and autonomy, which
generally refers to the ability of a person to make decisions
respect to his goals and wishes, is the core value for citizens
in democratic societies. Therefore, it is important that the use
of AI does not harm or encumber the freedom and autonomy
for us. When we apply AI agents, we are willing to give up
part of our decision-making authority to AI machines. Thus,
upholding the principle of freedom and autonomy in the context

of AI means to strike a balance between the decision-making
power we maintain for ourselves and that which we cede to
AI [84].

8) Solidarity: The solidarity principle entails that the devel-
opment and application of an AI system must be compatible
with maintaining the bounds of solidarity among people and
generations. In other words, AI should promote social security
and cohesion, and should not jeopardize social bonds and rela-
tionships [13].

9) Sustainability: Due to climate change and ongoing envi-
ronmental damage, the importance of sustainability has received
more and more attention. Like other fields and disciplines, AI
is affected and needs to be included in the sustainable devel-
opment agenda. The sustainability principle represents that the
production, management, and implementation of AI must be
sustainable and avoid environmental harm. In other words, AI
technology must meet the requirements of ensuring the contin-
ued prosperity of mankind and preserving a good environment
for future generations [85]. AI systems promise to help tackling
some of the most pressing societal concerns, but it must be
ensured that this happens in the most environmentally friendly
way possible.

10) Trust: Trustworthiness is a prerequisite for people and
societies to adopt AI, since trust is a basic principle for in-
terpersonal interactions and social operation. The trust in the
development, deployment and use of AI systems is not only
related to the inherent characteristics of the technology, but also
related to the quality of the socio-technical system involving
AI applications. Therefore, moving toward trustworthy AI not
only concerns the trustworthiness of the AI system itself, but
also requires a holistic and systematic approach that covers the
trustworthiness of all participants and processes that are the
entire life cycle of the system [86].

11) Dignity: Human dignity encompasses the belief that all
people possess an intrinsic value that is tied solely to their
humanity, i.e., it has nothing to do with their class, race, gender,
religion, abilities, or any other factor other than them being
human, and this intrinsic value should never be diminished,
compromised, or repressed by other people nor by technologies
like AI. It is important that AI should not infringe or harm the
dignity of end-users or other members of society. As a result,
respecting human dignity is an important principle that should
be considered in AI ethics. AI system should hence be developed
in a way that respects, supports, and protects people’s physical
and mental integrity, personal and cultural sense of identity, and
satisfaction of their basic needs [13].

V. APPROACHES TO ADDRESS ETHICAL ISSUES IN AI

This section reviews the approaches to address or mitigate
ethical issues of AI. As AI ethics is a broad and multidisciplinary
field, we attempt to provide a comprehensive overview of the
existing and potential approaches for addressing AI ethical
issues, including ethical, technological, and legal approaches,
rather than solely focusing on technological approaches that are
of interest to the field of AI/ML community. This review of
multidisciplinary approaches for addressing AI ethical problems
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Fig. 4. Branches of ethical theories [91].

not only provides an informative summary about the approaches
to ethical AI but also suggests the researchers in AI community to
seek solutions to AI ethical issues from a variety of perspectives
rather than relying solely on technological approaches. As AI
ethical issues are complex with multidisciplinary problems, it
may be possible to solve these problems effectively only through
the cooperation of different methods.

Ethical approaches dedicate to developing ethical AI systems
or agents, which are able to reason and act ethically according
to ethical theories [87], by implementing or embedding ethics
in AI. Technological approaches are designed to develop new
technologies (especially ML technologies) to eliminate or mit-
igate the shortcomings of current AI. For instance, research on
explainable ML intends to develop new approaches to explain
the reason and work mechanism of ML algorithms. Fair ML
studies techniques that enable ML to make fair decisions or
predictions, that is, to reduce the bias or discrimination of ML.
Legal approaches intend to regulate or govern the research,
deployment, application, and other aspects of AI through leg-
islation and regulation, with the goal of avoiding previously
discussed ethical issues.

A. Ethical Approaches: Implementing Ethics in AI

Designing ethical AI systems, which can reason and act
ethically, demands the understanding of what ethical behavior
is. This involves judgments of right and wrong, good and bad,
as well as matters of justice, fairness, virtue, and other ethical
principles. Thus, ethical theories, which are concerned with
concepts of right and wrong behavior, are closely related to AI
ethics. This section is dedicated to approaches for implementing
ethics into AI systems based on the existing ethical theories.
First, ethical theories, particularly the normative ethics which
are relevant to AI ethics, are reviewed. Then, three main types
of approaches for designing ethical AI systems are summarized.

1) Ethical Theories: The field of ethics (also known as moral
philosophy) is concerned with systematizing, defending, and
recommending concepts of right and wrong behavior. Ethics
focus on judging and determining which action would be good
or moral in given circumstances [88]. The philosophical study
of ethics usually includes three main subject areas: metaethics,
normative ethics, and applied ethics [89]. The branches of ethical
theories are shown in Fig. 4.

1) Metaethics investigates the nature, scope, and meaning
of ethical principles or moral judgment. It consists in the
attempt to understand the meaning and the origin of ethical
terms, the role of reason in ethical judgements, and the
issues of universal truths or human values [90].

2) Normative ethics seeks to arrive at moral standards and
rules that regulate right and wrong behavior. That is, it
aims to establish a set of rules that govern human behavior
or how things should be by examining how humans value
things and judge right from wrong or good from bad.

3) Applied ethics is the ethics of particular application fields,
which consists of the analysis of specific, controversial
moral issues, such as abortion, capital punishment, animal
rights, environmental concerns, nuclear war, etc.

a) Normative ethics: Normative ethics is particularly per-
tinent to understanding and applying ethical principles to the
design, deployment, and usage of AI systems [89] since it is
a normative practical philosophical discipline that concerned
with how humans or agents should act toward others. Three
normative ethical branches, that is, virtue, deontological, and
consequentialist ethics, are presented and summarized below.

Virtue ethics: Virtue ethics emphasizes the virtues or moral
character and stresses the importance of cultivating good habits
of character, such as benevolence [92]. Hence, virtue ethics
focuses on the agent’s intrinsic character rather than the conse-
quences of actions conducted by the agent. Virtue ethics defines
the action of an agent as morally good if the agent acts and thinks
according to some moral values [93]. In other words, according
to virtue theories, an agent is ethical if it manifests some moral
virtues through its actions [94], [95].

Deontological ethics: Deontological theories, which are
sometimes called duty theories, judge the morality of an action
using certain moral rules that serve as foundational principles
of obligation. Deontology is a kind of normative ethics theory
regarding which choices or actions are morally required, forbid-
den, or permitted. In other words, deontology is a moral theory
that guides and assesses our decisions about what we ought to
do [96]. Deontologists define a morally good action as one that
adheres to some obligations, which may be applicable moral
rules or duties, regulations, and norms.

There are three main schools of deontological theories, that is,
agent-centered, patient-centered (also called victim-centered),
and contractarian deontological theories. Agent-centered deon-
tological theories place the agent at the center and focus on
agent-relative duties. Patient-centered deontological theories, as
distinguished from agent-centered deontology, are rights-based
rather than duty-based. It focuses on the rights of patients or
potential victims, such as the right of not be used as a means to an
end by someone else. Contractualist deontological theories are
different from both agent-centered and patient-centered theories.
In contractualist deontological theories, morally wrong acts are
those acts that would be forbidden by principles that people in a
suitably described social contract would accept, or that would be
forbidden by principles that such people could not “reasonably
reject” [96].

Consequentialist ethics: Consequentialist ethics, as its name
suggests, emphasizes the utilitarian outcomes of actions [97].



HUANG et al.: OVERVIEW OF ARTIFICIAL INTELLIGENCE ETHICS 811

TABLE V
COMPARISON OF THE THREE NORMATIVE ETHICAL THEORIES [126]

Consequentialist ethics assess the morality of an action solely
on the basis of its outcome or consequences. In other words, in
consequentialist theories, the ethical correctness of an action
is determined according to the action’s outcome or results.
According to consequentialist, an action is morally right if the
consequence of that action is viewed as beneficial, i.e., more
favorable than unfavorable. Suppose a simple case where one
faces with a choice between several possible actions, conse-
quentialism specifies the morally right action is the one with the
best overall consequences.

Consequentialist ethics is a historically important and still
popular theory because it embodies the basic intuition that what
is good or right is whatever makes the world best in the future
since we cannot change the past. Consequentialist theories can
be divided into the following [98], [99].

1) Ethical Egoism states that an action is morally good if the
consequences or effects of that action are more favorable
than unfavorable only to the agent executing the action.

2) Ethical Altruism states that an action is morally good if the
consequences or effects of that action are more favorable
than unfavorable to everyone except the agent.

3) Utilitarianism states that an action is morally good if the
consequences or effects of that action are more favorable
than unfavorable to everyone.

All three of these theories focus on the consequences of
actions for different groups of people. But, like all normative
theories, the above three theories are rivals of each other. They
also yield different conclusions.

b) Summary on normative ethics: It is clear from the above
descriptions that different normative ethical theories will result
in different judgement for an action or decision. Consider the
following illustration [100]: An elderly gentleman is tormented
by a group of arrogant teenagers on the subway and a resolute
woman comes to his aid. The virtue ethicist will deem her
action morally appropriate since it instantiates the virtues of
benevolence and courage. The deontologist will consider her
action commendable as it is in conformity with the rule to
help those in need. The consequentialist will defend her action
as good, since she maximized the overall well-being of all
parties involved—the elderly gentleman is spared suffering and
disgrace, which surpasses the teenagers’ amusement. A brief
comparison between three normative ethical theories is given in
Table V.

2) Approaches for Implementing Ethics in AI: In the previ-
ous section, we have discussed the ethical theories relevant to
AI ethics. This section briefly reviews the methodologies and
approaches to implement ethics in AI systems, i.e., to design

ethical AI systems. The existing methodologies or approaches
for implanting ethics in AI can be divided into three main
types: top-down approaches, bottom-up approaches, and hybrid
approaches [101].

a) Top-down approaches: A top-down approach refers to
any approach that adopts a specific ethical theory and analyzes
its computational requirements to guide the design of algorithms
and subsystems that can realize that theory [102]. Top-down
approaches conduct ethical reasoning based on given ethical
theories or moral principles. In top-down approaches, the moral
principles and ethical theories are used as rules to select ethically
appropriate actions [101] or are used to describe what the AI
agent ought to do in a specific situation. Thus, a top-down ap-
proach requires formally defined rules, obligations, and rights to
guide the AI agent in its decision-making process. For instance,
Asimov’s three laws of robotics [103] that governed the behavior
of robots can be considered a top-down ethic system for robots
[101]. Many other implementations using top-down approaches
can be found in [104]–[111] and so forth.

Top-down approaches are usually understood as having a
set of rules that can be transformed into an algorithm. These
rules specify the duties of an agent or the need for the agent
to evaluate the consequences of the various possible actions it
might take. Top-down approaches differ in the ethical theory
that is used. For instance, when consequentialist theory is used
in top-down approach, the reasoning model needs to evaluate
the outcome or consequence of the actions as the basis for the
decision, that is, an action that leads to good result is moral
and otherwise is unmoral; whereas if deontological theory is
applied, the reasoning model will consider the satisfaction of
a given value for decision-making, i.e., an action obeying the
duties is moral and the one breaking the duties is immoral.

b) Bottom-up approaches: The bottom-up approaches as-
sume that ethical or moral behavior is learned from observations
of the behaviors of others. In bottom-up approach, the emphasis
is put on creating an environment in which an AI agent explores
the course of action and the morally praiseworthy action is
rewarded or selected [101]. Unlike top-down approaches, which
require ethical theories or principles to define what is and is not
moral, ethical principles is discovered or learned from obser-
vations or experience in bottom-up approaches. This approach
highlight that AI agent need to learn norms and morality, like
little children do, in order to become ethically competent. For
instance, Honarvar and Agaee proposed the Casuist BDI-Agent
[112] which combine case-based reasoning method in AI and
bottom-up casuist approach in ethics to add the capability of
ethical reasoning to belief-desire-intention (BDI)-Agent [113].
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Other implementations of bottom-up approaches can be found
in [114]–[118], etc.

Bottom-up approaches can harness the wisdom of the crowd
as a means to inform the ethical judgment of the agent and
then the agent can learn how to judge the morality of its action
and thus behave ethically. Apparently, bottom-up approaches
assume that a sufficiently large amount of data or observations
about ethical decisions and their outcomes can be collected from
a suitable set of subjects or scenarios. This is the requirement for
using bottom-up approaches to implement ethical AI systems.
However, in practice, this requirement is not easily satisfied.

c) Hybrid approaches: The hybrid approach attempts to
combine the advantages of top-down and bottom-up approaches.
The top-down approaches make use of the ethical theories and
principles and emphasize the importance of explicit ethical
concerns that arise from outside of the entity (the moral subject).
While the bottom-up approaches focus more on the cultivation of
morality that arise from within the entity through evolution and
learning. Both the top-down and bottom-up approaches embody
different aspects of the moral sensibility. By combining these
approaches, we may be able to create AI agent that can maintain
the dynamic and flexible morality of bottom-up approach while
obeying the top-down principles. Different hybrid approaches
have been implemented in [119]–[124].

As Gigerenzer [125] stated the nature of moral behavior
results from the interplay between mind and environment. Ac-
cording to this view, both nature and nurture are important in
shaping the moral behavior. The hybrid approach is consistent
with this concept. In hybrid approach, the top-down approach
uses programmed rules and the bottom-up approach learned
rules from context observations or experiences, which are similar
to the nature and nurture aspects for morality, respectively. From
this perspective, thus, both nature and nurture are considered in
hybrid approaches.

d) Remarks on ethical approaches: The top-down ap-
proach instantiates the specified ethical theories and principles
into ethical decision-making or converts given ethical theories
and principles into algorithms. The top-down approach is suit-
able for the design and realization of ethical AI agents with
known ethical principles and ethical codes. The advantage of the
top-down approach is that, based on preset ethical theories and
rules, the decisions and actions of ethical agents are predictable,
and the ethical norms or rules implemented through program
codes or other means can be understood during ethical decision-
making process. Therefore, the credibility of the ethical AI agent
created by the top-down approach can be better guaranteed,
and its decision-making process has strong interpretability and
transparency. The disadvantage of the top-down approach is that
the ethical agent adopts predetermined ethical theories or ethical
rules, when making decisions in a complex and changeable
environment, this method lacks flexibility and adaptability.

The bottom-up approach emphasizes that ethical agents learn
morality autonomously from the social environment, gradually
possess ethical reasoning and moral abilities, and can adapt to
environmental changes. The bottom-down approach is suitable
for the design and implementation of ethical AI agents without
clear ethical theories and guidelines. The advantage of the

top-down approach is that the agent can develop and evolve
through continuously learning, so as to adapt to environmental
changes. This category of approaches has good adaptability and
flexibility, and it is possible to construct different and new ethical
theories or guidelines for various application scenarios. The
disadvantage of the top-down approach is that due to the lack
of guidance of ethical theories or rules, the decision-making
process of ethical AI agents has a certain degree of blind obedi-
ence, and it is difficult to complete the training in a short time
and make appropriate ethical decisions. At the same time, it is
difficult to guarantee the interpretability and transparency of the
decision-making process of the designed ethical AI agents.

The hybrid approach combines the advantages of top-down
and bottom-up approaches and overcomes the shortcomings of
the two methods to a certain extent. If a single approach (top-
down or bottom-up) does not cover the requirements, a hybrid
approach is considered necessary and promising. However, the
main challenge is to properly combine the features of top-down
and bottom-up approaches. The features of the three approaches
for implementing ethics in AI are summarized and listed in
Table VI.

B. Technological Approaches

In this section, we briefly summarize the research status about
technological approaches to address ethical issues of AI in line
with the principles discussed in Section IV-B. Currently, the
technological approaches to mitigate the associate issues are
still at infant development stage. In recent years, AI research
communities have put certain efforts for addressing the issues
of AI ethics. For instance, ACM (the Association for Comput-
ing Machinery) has held the annual ACM FAccT conference
(which brings together researchers and practitioners interested
in fairness, accountability, and transparency in socio-technical
systems) since 2018, AAAI (the Association for the Advance-
ment of Artificial Intelligence) and ACM have established the
AAAI/ACM Conference on Artificial Intelligence, Ethics, and
Society (AIES) since 2018, and the 31st International Joint
Conference on Artificial Intelligence and the 23rd European
Conference on Artificial Intelligence (IJCAI-ECAI 2022) pro-
vides a special track on “AI for good.”

The existing work, to the best of our knowledge, mainly
focuses on a few major and key issues and principles, and the
other issues and principles are rarely involved. Thus, we only
give a brief summary on technological approaches that involve
the five key ethical principles. Particularly, for five key principles
(i.e., transparency, fairness and justice, nonmaleficence, respon-
sibility and accountability, and privacy), some representative
research topics and relevant references are listed in Table II of
the Supplementary Materials.

Explainable AI (XAI), which is also known as interpretable
AI, is currently the main research direction and technical method
to address the issues of lack of transparency in AI. The goal of
XAI is to allow human users to comprehend the results and
output provided by an AI system, especially by ML algorithms.
Christoph et al. [128] presented a brief history of the field of XAI,
given an overview of state-of-the-art interpretation methods, and
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TABLE VI
FEATURES OF THE THREE APPROACHES FOR IMPLEMENTING ETHICS IN AI [127]

discussed some research challenges. Additionally, Christoph has
written a book about interpretable ML [129], which is a popular
publication in XAI field.

As for the fairness principle, there are also many works
dedicated to eliminating or mitigating the bias or discrimination
exhibited by AI systems, particularly in ML. Fair AI [130],
which aims at preventing disparate harm (or benefit) to different
subgroups, is a very active research topic that devote to address-
ing the issues of the lack of fairness in AI. In the survey of
fairness in ML by Simon and Christian [131], different schools of
thought and approaches to mitigate biases and increase fairness
in ML were reviewed.

Nonmaleficence principle includes several codes, such as
safety, security, and robustness. Hence, there are some works
for each of the codes associated with nonmaleficence principle.
Currently, safe AI, secure AI, and robust AI are three main
research directions to fulfill the nonmaleficence principle in
AI. Interested readers can get more details through relevant
references listed in Table II of the Supplementary Materials.

As AI is widely used in our lives, responsible AI is becoming
critical. Responsibility is a relatively abstract and broad con-
cept. At present, there is no universal and unified definition or
notion for responsible AI, which mainly involves accountability,
liability, fairness, robustness, and explainability [132]. Dorian
et al. [133] proposed two frameworks for responsible AI by
integrating ethical analysis into engineering practice in AI.
Besides, paper [134] provides a systematic introduction about
responsible AI.

In order to handle the privacy issues in AI, researchers have
made many efforts. Differential privacy [135] is one of the
main approaches to privacy-preserving ML and data analysis.
Recently, a new ML paradigm, that is, Federated learning [136],
[137] (also called distributed ML), was proposed to mitigate
the risk of privacy leakage in ML. In addition, some other
privacy-preserving techniques for ML [138], [139] have been
proposed.

As for the other principles, such as beneficence, freedom and
autonomy, dignity, and so forth, we have not found relevant
technological approaches in the literature. This may be due to the
difficulty or unsuitability of using technical methods to address
the issues related to these principles. In general, AI ethics is a
relatively new area and approaches for fulfilling these principles
still need to be studied in the future.

C. Legal Approaches: Legislation and Regulation

Due to the increasingly employment of AI technologies in
many sectors and the exhibition of ethical issues and risks
in applications of AI, many laws and regulations have been

established by governments and organizations to govern the
development and application of AI. Legal approaches have
become one type of the means to address ethical issues in
AI. In the following, we list several laws and regulations as-
sociated with AI that have been proposed during the past few
years.

1) In 2016, European Parliament and Council of the Euro-
pean Union (EU) has published the General Data Protec-
tion Regulation [140], which is a regulation in EU law on
data protection and privacy in European Union and the
European Economic Area.

2) In 2017, USA passed the bill “Safely Ensuring Lives
Future Deployment and Research in Vehicle Evolution
Act” [141] for ensuring the safety of highly automated
vehicles by encouraging the testing and deployment of
such vehicles.

3) In 2018, Brazil enacted Law No. 13 709, the General Data
Protection Law (Lei Geral de Proteção de Dados) [142],
for the protection of personal data in the country.

4) In 2021, the European Commission released the AI Act
[143], which sets out a cross-sectoral regulatory approach
to the use of AI systems across the EU and its market.

VI. METHODS TO EVALUATE ETHICAL AI

The goal of the discipline of AI ethics is to design ethical AI
systems to behave ethically or adhere to the ethical and moral
principles and rules. How to evaluate or assess the ethicality
or morality (moral competence) of the designed ethical AI is
crucial and necessary, because the designed AI systems need to
be tested or evaluated whether an AI system meets the ethical
requirements or not before deployment. However, this aspect
is often ignored or overlooked in the existing literature. This
section reviews three types of approaches, testing, verification,
and standards, for evaluating the ethics of AI.

A. Testing

Testing is a typical method used to evaluate the ethical ca-
pabilities of an AI system. Usually, when testing a system, the
output of the system needs to be compared against a ground truth
or the expected output [100]. This section focuses on testing
approaches to evaluate ethical AI.

1) Moral Turing Test: In both ethical theories and daily
discussions about ethics, people usually hold different opinions
on the morality of various actions. For instance, Kant claimed
that lying is always immoral regardless of the consequence.
Utilitarian ethicists would deny this and hold that lying is
justified as long as its consequences are sufficiently good in the
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aggregate. Since different ethical theories have different evalu-
ation standards for moral behavior, Allen et al. [144] proposed
to use the Moral Turing Test (MTT) to evaluate artificial moral
agents.

In the standard version of Turing Test [145], a remote human
interrogator is charged with distinguishing between a machine
(a computer) and a human subject based on their replies to
various questions posed by the interrogator. A machine passes
the Turning Test if it is misidentified as the human subject with
a sufficiently high chance, and the machine is considered as an
intelligent and thinking entity. Turning Test directly conducts
behavioral test so that it bypasses the disagreement about criteria
for defining intelligence or successful acquisition of natural
language. The moral turning test (MTT) was similarly proposed
to bypass disagreements about ethical standards by restricting
the conversations in the standard Turning Test to questions
related to morality. If the human interrogator cannot distinguish
the machine from the human subject at a level above chance, the
machine is a moral agent.

However, Allen et al. [144] admitted that one limitation of
MTT is that it emphasizes the ability of machines to articulate
moral judgments clearly. Deontologists or Kantian might be
satisfied with this emphasis, but consequentialists would argue
that the MTT places too much emphasis on the ability to artic-
ulate the reason for one’s actions. In order to shift the focus
from conversational ability to action, Allen et al. [144] also
proposed an alternative MTT that was called the “comparative
MTT” (cMTT). In cMTT, the human interrogator is given pairs
of descriptions of actual, morally significant actions of a human
subject and a machine (or AI agent), purged of all references that
would identify the actor. If the interrogator correctly identifies
the machine in a certain percentage, then the machine cannot
pass the test. A problem of this version of MTT is that the way the
machine behaves is easier to recognize than humans, because the
machine behaves consistently in the same situation. Therefore,
the interrogator should be asked to assess whether one actor is
less moral than the other instead of one is more moral than the
other. If the machine is not identified as the less moral one of the
pair more frequently than the human, the machine has passed
the test.

Although cMTT has several problems, for example, someone
might argue this standard is too low, Wallach and Allen [146]
believe that cMTT is a feasible and acceptable method for
evaluating the morality of AI agents, since there are no other
evaluation criteria that are commonly accepted and agreed.

2) Expert and Nonexpert Tests: Besides MTT, researchers
have tried to assess the moral competence of AI systems through
expert or nonexpert tests, in which the system outcome is com-
pared against the ground truth provided by nonexperts or experts.
The expert test adopts the standard of experts in normative ethics
to assess the morality of AI agents. Nonexpert tests take folk
morals as the benchmark and evaluate the moral capability of the
AI agent or system on the relevant benchmark test. In nonexpert
tests, citizens can play their roles in assessing and evaluating the
ethical capabilities of an AI system based on their own ethical
stances and scrutiny.

Fig. 5. Formal verification process (this figure is recreated based on [147]).

B. Verification

Another category of approaches for evaluating the morality
of AI consists of proving that the AI system behaves correctly
according to some known specifications. Seshia et al. [147]
discussed this kind of approach. A typical formal verification
process is shown in Fig. 5, where S is a model of the system
to be verified, E is a model of the environment, and Φ is the
property to be verified. The verification program will output a
Yes/No answer, indicating whether or notS satisfies the property
Φ in environment E. Typically, a No output is accompanied by a
counterexample, which shows how the execution of the system
violates property Φ. And a proof of correctness is included a Yes
answer in some formal verification tools.

Arnold and Scheutz [148] explored the flaws of MTT and
pointed out that MTT-based evaluations are vulnerable to decep-
tion, inadequate reasoning, and inferior moral performance, and
they proposed the concept of “design verification” to evaluate
the moral competence of AI system.

For the evaluation of AI ethical design, diversified evaluation
criteria can be used. Regardless of the way AI conducts moral
reasoning, it is most critical that its moral activities conform to
the goals of ethical design.

C. Standards

Many industry standards have been proposed to guide the
development and application of AI and to evaluate or assess
AI products. In this section, some AI-related standards are
introduced.

1) In 2014, the Australian Computer Society developed the
ASC Professional Code of Conduct to follow by all infor-
mation communication technology professionals, which
identifies six core ethical values and the associated re-
quirements for professional conduct.

2) In 2018, ACM updated the ACM Code of Ethics and
Professional Conduct to respond to the changes in the
computing profession since 1992. This Code expresses the
conscience of the profession and is designed to inspire and
guide the ethical conduct of all computing professionals,
including current and aspiring practitioners, instructors,
students, influencers, and anyone who uses computing
technology in an impactful way. Additionally, the Code
serves as a basis for remediation when violations occur.
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The Code includes principles formulated as statements of
responsibility, based on the understanding that the public
good is always the primary consideration. Each principle is
supplemented by guidelines, which provide explanations
to assist computing professionals in understanding and
applying the principle [149].

3) The project of IEEE Global Initiative on Ethics of Au-
tonomous and Intelligent Systems [150] has approved the
IEEE P7000TM standards series [151] under development
(listed in Table III of the Supplementary Materials), which
cover topics from data collection to privacy, to algorithmic
bias and beyond.

4) The ISO/IEC JTC 1/SC 42 [152], which is a joint commit-
tee between ISO and IEC responsible for standardization
in the area of AI, dedicates to developing a large set of
standards includes the areas of foundational AI standards,
big data, AI trustworthiness, use cases, applications, gov-
ernance implications of AI, computational approaches of
AI, ethical and societal concerns. The standards published
and under development by ISO/IEC JTC 1/SC 42 are listed
in Table IV of the Supplementary Materials.

With the concerns about AI ethical issues, the interest in
AI standards to shape the design, deployment, and evaluation
of AI has been growing fast. Although many standards have
been proposed, the gap between standards (or principles) and
practice is still large. Currently, only some large corporates,
such as IBM [153] and Microsoft [154], have implemented their
own industrial standards, frameworks, and guidelines to build a
culture of AI; but for smaller businesses with less resources, the
principles to practice gap is a major problem. Thus, many efforts
are still needed. On one hand, it is necessary to put forward
well-developed standards; on the other hand, it is required to
vigorously promote the practice of standards.

VII. CHALLENGES AND FUTURE PERSPECTIVES

As AI ethics is an emerging discipline, and there are still many
challenges and problems need to be addressed in this field. In this
section, we discuss some challenges in AI ethics and give some
future perspective from our views. The purpose of this section is
to provide some possible research questions and directions for
further research in the future, thereby facilitating the research
progress in the field of AI ethics.

A. Challenges in AI Ethical Guidelines and Principles

As reviewed in Section IV, a large number of guidelines
have been proposed and released by different organizations,
companies and governments, and different principles can be
identified in these guidelines. However, at present, there is still
no guideline that have been approved and adopted by various
organizations, sectors, and governments. In other words, dif-
ferent organizations, companies from different fields, and even
different companies from the same fields have different opinions
on AI ethics. The consensus on ethics of AI has not yet been
reached and it is not clear what common principles and values
AI needs to follow. Additionally, different ethical principles may

be required when AI is applied in different areas. Currently, study
and discussion on ethics of AI in different specific application
areas are rarely seen during our literature study.

Thus, it is crucial and necessary that the basic and common
ethical principles of AI should be reached and well-established
via the discussion and cooperation among different organiza-
tions, areas, and governments. Then, based on the basic and
common principles, each field can further improve these prin-
ciples so that they are generally applicable in this specific field.
Clarifying the ethical principles and values that an AI system
needs to comply with is the prerequisite and foundation for
designing such a system that meets these requirements.

B. Challenges in Implementing Ethics in AI

In the implementation of ethics in AI, there are many chal-
lenges. This section analyzes the challenges that may be en-
countered in practice when different types of ethical theories
are adopted.

1) Challenges of Virtue Ethics in Practice: According to
virtue ethics, an action of an agent is morally good if the agent
instantiates some virtue, i.e., acts and thinks according to some
moral values [93]. It is not possible to judge whether an AI
system or agent is virtuous or not just by observing an action or a
series of actions that seem to imply that virtue, the reasons behind
these actions need to be clarified, that is, the motives behind
these actions need to be clear. However, the motives behind
the actions of AI systems usually are unclear and unknown to
us, and difficult to figure out. This is the main challenge for
implementing virtue ethics. Additionally, when we carry out the
ethical design based on virtue ethics, which virtue characteristics
or traits AI system will align to is a difficult question. Even if
the virtue traits have been carefully selected, how to characterize
and measure the virtue is still a challenging task.

2) Challenges of Deontological Ethics in Practice: Deontol-
ogists regard an action as morally good if it adheres to some
moral rules or duties, regulations, and norms. Although the
rule-based nature of deontological ethics seems suitable for
practice, challenges arise during the implementation process.
First, which ethical rules should be implemented in ethical
design. Second, there might be conflicts between rules in some
situations. Although ordering or weighing the ethical rules may
solve this problem, determining the order of importance of
different ethical rules is often difficult.

3) Challenges of Consequentialism Ethics in Practice: Con-
sequentialist ethics assess the morality of an action solely on
the basis of its outcome. Two main challenges are involved
during the implementation of consequentialism ethics. First,
it is difficult to determine the consequences of an action or a
decision. For the current AI system, the possible consequences
of its actions usually are not clear beforehand given the lack of
transparency or interpretability of current AI models, especially
the artificial neural networks. The second challenge is related to
quantifying the consequences. As consequentialism ethics aims
to maximize the utility, how to define and calculate the utility is
an essential problem.



816 IEEE TRANSACTIONS ON ARTIFICIAL INTELLIGENCE, VOL. 4, NO. 4, AUGUST 2023

4) Challenges of Coordination Among Different Ethical
Standards: Due to differences in culture, religion, and orga-
nizations, the ethical standards are also different even if they
are in the same context. The unified ethical standard proposal
is not only difficult to achieve, but also unnecessary. Therefore,
how to achieve coordination between ethical standards from dif-
ferent countries and organizations is important and particularly
challenging.

C. Challenges in Developing Technological Approaches to
Mitigate Ethical Issues of AI

At present, improving the explainability, fairness, privacy
protection, security, robustness, and other competences related
to requirements of ethical AI are hot research topics in AI
communities. However, most of the current research work are
carried out from a single dimension of ethical principles, for
instance, XAI focuses on enhancing the interpretability of AI,
and fair ML is dedicated to mitigating unfairness or bias of
ML. There is still a lack of integration of multiple ethical
principles or requirements in current research work. Obviously,
the integration of multiple ethical dimensions that enables syn-
ergistic balances between multiple different ethical principles is
essential and critical for building ethical AI systems which can
meets multiple ethical principles. But it is very challenging to
integrate multiple ethical dimensions in an AI system through
technological approaches due to the conflicts or incompatibili-
ties between different ethical requirements.

D. Challenges in Evaluating Ethics in AI

Ethics is inherently a qualitative concept that depends on
many features that are hard to quantify, e.g., culturally or racially
related features. Hence, it is very hard, if not impossible, to define
ethics precisely. As a result, the evaluation of AI ethics will
always have some subjective elements, depending on the people
who are assessing AI. This poses challenges to the research and
applications of AI ethics.

E. Future Perspectives

In this section, some future perspectives are pointed out,
which may be valuable for future research. First, for imple-
menting ethics in AI, it should be pointed out that humans
never use only one single ethical theory, but will switch between
different theories according to the situation or context they are
facing [134]. This is not only because human beings are not
purely rational agents that economic theory wants us to believe,
but also because strict adherence to any moral theory can lead
to undesirable results. This means that AI systems should be
provided with representations of different ethical theories and
the ability to choose between these ethical theories. Here we call
this multitheory approach. In multitheory approach, AI systems
can interchangeably apply different theories depending on the
type of situation. Furthermore, the combination of normative
ethical theories and domain-specific ethics which accepted by
domain experts is worthy of implementing since an ethical AI
system need to be accepted by its users.

In terms of technological approaches for addressing ethical
issues in AI, it is desirable to develop new ML and other AI
technologies under the guidance of the ethical guidelines and
principles reviewed in Section IV. Although it is challenging
to consider multiple different ethical principles simultaneously
when designing new AI agents, this will be a very important and
essential step in developing ethical AI in the future.

From the review about morality evaluation approaches, it
can be found that effective evaluation methods are urgently
needed because we must evaluate the designed AI system
before deployment. At present, it is difficult to propose a
general evaluation method. So, researchers often focused on
specific domains and addressed the moral competence assess-
ment tasks in these domains. Domain-specific benchmarks, e.g.,
comprehensive datasets, for moral testing of AI systems also
seems important for some crucial application fields, such as
autonomous cars, and health care.

Last but not least, as both nature and nurture are important in
shaping moral behaviors, we suggest combining the normative
ethics and evolutionary ethics [155] to design ethical AI systems.
The normative ethics is like the innate moral abilities, while
evolutionary ethics approach can acquire new moral competence
through continuous learning and evolution. This might be a
promising route to future ethical AI system development.

VIII. CONCLUSION

Based on our review of AI ethics and the many complexities
and challenges described in this article, it is clear that attempting
to address ethical issues in AI and to design ethical AI systems
that are able to behave ethically is a tricky and complex task.
However, whether AI can play an increasingly important role
in our future society largely depends on the success of ethical
AI systems. The discipline of AI ethics requires a joint effort
of AI scientists, engineers, philosophers, users, and government
policymakers.

This article provides a comprehensive overview of AI ethics
by summarizing and analyzing the ethical risks and issues raised
by AI, ethical guidelines and principles issued by different
organizations, approaches for addressing ethical issues in AI
or fulfilling ethical principles of AI, and methods for evaluating
the ethics (or morality) of AI. Furthermore, some challenges in
the practice of AI ethics and some future research directions are
pointed out.

However, AI ethics is a very broad and multidisciplinary
research area. It is impossible to cover all possible topics in
this area with one review article. We hope this article can serve
as a starting point for people who are interested in AI ethics to
gain a sufficient background and a bird’s eye view so that further
investigation can be pursued by them.
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